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• Density fluctuations affect the propagation and the properties of the detected 
type III bursts. Scattering of radio waves on density irregularities is crucial for  
interpreting  radio source sizes, positions, directivity and intensity-time profiles.
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where S(t) is the observed signal amplitude, t represents the observed time, toff is an o↵set in time defining the213

activation of the Heaviside function H(t, toff ), A is a pre-factor related to the signal amplitude (such that the peak214

observed signal Smax = A at the peak amplitude time tpeak =
p

(⌧1 ⌧2) + toff ), C is the background signal level,215

and ⌧1 and ⌧2 are proxies for the rise and decay times, respectively. The condition (t � toff ) > 0 must be satisfied.216

The physical rise times (⌧r) and decay times (⌧d) are calculated at the Smax/e level of the rise and decay phases,217

respectively. The presence of signals that are entirely due to background emissions can alter the slope of the tail of218

the decay phase, as seen in, e.g., Bonnin et al. (2008). To account for this, all data points below the background signal219

level (estimated as described in Section A.1) were removed prior to fitting.220

The presence of H(t, toff ) makes the function presented in Equation (3) discontinuous. Therefore, a least-squares221

fitting procedure with a gradient algorithm was applied (specifically, a gradient-expansion algorithm). Due to the222

discontinuity, in order to obtain uncertainties on the rise, decay, and peak-amplitude times, the following procedure223

is adopted. Each free parameter is varied between ±10% around its optimal value and S(t) is calculated for each224

permutation of parameters from which the corresponding peak, rise, and decay times are obtained. The 1 standard225

deviation of each value is defined as the uncertainty for ⌧r and ⌧d.226

The proposed function can describe the entirety of the light curves successfully, with an example of the fitted time227

profiles depicted in Figure 2, where the ⌧r and ⌧d and their associated errors are also shown.228

Figure 2. Fit example reproducing the entire light curve of. The blue curve is the fit and the black points are (STA)
measurements of an interplanetary Type III solar radio burst at 325 kHz. The inferred decay and rise times and their associated
errors are indicated in the legend. Include a larger-freq example??

Say something about the physical motivation?229

3.3. Decay and Rise time vs Angle230

A strong dependency of radio emission properties (like the observed signal amplitude, source position, and source231

size) has been demonstrated on the angular position of the detector, using both observations and simulations of232

anisotropic scattering (see Section 1). However, decay times—from which the level of density fluctuations �n/n is233

often inferred—have not been examined for any dependency on the angular position prior to this work.234

As a first step, we invoke the 3D ray-tracing simulations which consider anisotropic density fluctuations (described in235

Section A.2; Kontar et al. (2019)) in order to obtain a prediction of the decay time as a function of angular separation.236

Figure 7 depicts these results, where it can be seen that the simulations suggest that no trend is to be expected237

between the decay times of solar radio bursts and various angular separations. Nevertheless, the simulation results238

• the intensity-time profiles for a fixed 
frequency (”light curves”) characterized 
by a rise and decay phase with an 
approximately exponential behavior. 

• Decay times τ are directly related to the radio-
wave scattering à useful information about 
the strength and anisotropy of the scattering 
and levels of density fluctuations 

325 kHz
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Figure 10 combines measurements12 by several different
authors (Bougeret et al. 1970; Abranin et al. 1976;
Alvarez 1976; Abranin et al. 1978; Chen & Shawhan 1978;
Dulk & Suzuki 1980; Steinberg et al. 1985; Saint-Hilaire et al.
2013; Krupar et al. 2014; Kontar et al. 2017) over the last 50
years. The Type III source sizes (FWHM; degrees) are for
frequencies ranging from ∼0.05 to 500MHz. Using a weighted
linear fit in log-space, the FWHM depends on the observing
frequency ( f; MHz) as (see Figure 10)

=  ´ - fFWHM 11.8 0.06 . 500.98 0.05( ) ( )
Similarly, a collection of Type III burst decay time

measurements (Alexander et al. 1969; Aubier & Boischot 1972;
Elgaroy & Lyngstad 1972; Alvarez & Haddock 1973; Barrow
& Achong 1975; Krupar et al. 2018; Reid & Kontar 2018),
over the frequency range from ∼0.1 to 100MHz, is presented
in Figure 10. The best-fit power-law dependence of the decay

time τ (s) on frequency f (MHz) is

t =  ´ - f72.2 0.3 . 510.97 0.03( ) ( )

For comparison, Wild (1950) derived an expression
τ=100×f−1 for the decay time, based on observations in
the frequency range 80–120MHz, while Alvarez & Haddock
(1973) obtained τ=51.29×f−0.95 based on observations in
the frequency range 50 kHz–3.5 MHz, and Evans et al. (1973)
obtained τ=(2.0±1.2)×100×f−(1.09±0.05) based on
observations in the frequency range 67 kHz–2.8MHz for 1/e
decay.
Figure 11 shows the results of our simulations, assuming

isotropic scattering. The decay time agrees within a factor of 2
with that by Krupar et al. (2018); this difference is likely due to
the different numerical schemes used (see the discussion
around Equation (20)). While a detailed comparison for various
anisotropies would require substantial computation effort
outside the scope of this work, it is nevertheless clear that
isotropic scattering cannot explain the observations. For
example, if the level of density fluctuations ò is chosen to
explain the decay times, the predicted source sizes are far too
small to explain the observations. Similarly, if the level of
isotropic density fluctuations is chosen to match the source
sizes, the decay times are too long. Evidently, anisotropic
scattering, with a reduced level of scattering along the radial
direction, is needed to account for both observed source sizes
and decay times.

6. Summary and Discussion

Radio emission from solar sources is strongly affected by
scattering on small-scale density fluctuations. In general, the
observed source sizes and positions, time profiles, and
directivity patterns are determined mainly by propagation
effects and not by intrinsic properties of the primary source. We
have constructed a new model that allows quantitative analysis
of radio-wave propagation in a medium that contains an axially
symmetric, but anisotropic, scattering component. We have
compared the results of numerical simulations using this model
with observations of source sizes and time profiles over a wide
range of frequencies. Since plasma emission sources with small
intrinsic size are observed in type III bursts (Kontar et al. 2017;
Sharykin et al. 2018), the observed radio sources are dominated
by the scattering, at least at these frequencies. Hence their sizes
can be used as diagnostics of radio-wave propagation effects.
In general, a typical source of plasma emission (e.g., Type I,

II, III, IV, or V solar radio bursts) might have a finite size
FWHMsource defined by the intrinsic size of the region
producing the radio emission. The observed FWHM size for
such a source is given by (FWHMsource

2 +FWHMscat
2 )1/2,

where FWHMscat is calculated in this paper. Thus for
frequencies around 35MHz, FWHMscat;1.1 Re, so if the
source is substantially smaller than this value, the observed
source sizes are dominated by scattering effects. For large
sources 1.1 Re (i.e., 18′), the source sizes due to scattering
calculated in this paper can be subtracted in quadrature from
the observed source size to give the dimensions of the intrinsic
source, corrected for wave propagation effects. However, the
size of density fluctuations, and hence the scattering efficiency,
can vary appreciably from event to event and from one solar
atmosphere region to another, consistent with the considerable

Figure 10. Top: source sizes (FWHM; degrees) of typeIII solar radio
observations vs. frequency f(MHz). A combination of observations is plotted
as indicated by the legend, and a weighted linear fit was applied to the data.
The dashed line shows the fit given by Equation (50). Bottom: decay times τ
(defined as the e-folding time in seconds) of Type III solar radio observations
vs. frequency f (MHz). A combination of observations is plotted as indicated by
the legend, and a weighted linear fit was applied to the data. The dashed line
shows the fit given by Equation (51). The standard deviation error bars were
calculated from the statistical distribution of the data and measurement errors if
reported.

12 The source sizes reported by Dulk & Suzuki (1980) and Steinberg et al.
(1985) were given as the full width at 1/e of the distribution, so the values were
recalculated into FWHM values by multiplying by a factor of ln 2 .
Measurements above 1 MHz from Krupar et al. (2014) were not plotted as
“the analysis above 1 MHz is perhaps distorted by background signals resulting
in increased source sizes” and thus, the results were deemed unreliable.

11

The Astrophysical Journal, 884:122 (15pp), 2019 October 20 Kontar et al.

Kontar et al. (2019)

Bridging the gap –>     - confirm the expected trend and to 
- characterize  the scattering in 2 - 7 R⊙ range
  currently unexplored. 

• A clear data gap is present 
between 3 and 15 MHz due 
to the lack of data. 

• The best-fit of the decay time τ 
as a function of frequency f, 
assuming a power-law 
dependence is: 
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& Lyngstad 1972; Alvarez & Haddock 1973; Barrow &
Achong 1975; Krupar et al. 2018; Reid & Kontar 2018).
The plot of the decay time as a function of frequency,
over the range ⇠ 0.1�100 MHz (Kontar), for the di↵er-
ent observations together shows two relevant features:

• The best-fit of the decay time ⌧ as a function of
frequency f in MHz, assuming a power-law depen-
dence is:

⌧ = (72.2± 0.3)f (�0.97±0.003) (1)

• A clear data gap is present between 3 and 15 MHz
due to the lack of data. This gap represents the
clear separation between measurements made from
space and those made by radio observatories on
ground.

The comparison of the results of numerical simulations,
involving the Fokker-Planck and Langevin equations of
radio-wave transport in a medium with anisotropic den-
sity fluctuations, with the observations described above
provide very useful information about physical proper-
ties of the medium and the scattering process and indi-
cates that the density fluctuations are anisotropic with
preferential scattering perpendicular to the solar radial
direction.
In this framework, bridging the gap of decay time

measurements in the range 3 � 15 MHz would be of
fundamental importance both to confirm the expected
trend and to characterize, through observational data,
the scattering in the radial distance belt between 2 and
7 R� that currently remains unexplored. From the in-
strumental point of view, this kind of measurement is
quite challenging. Firstly it can only be made from
space as the Earth’s ionosphere partially reflects and ab-
sorbs the signals in this low-frequency range. Currently,
only five spacecraftwold be in principle able to perform
radio measurements in this frequency range of interest
(the name of the receiver is in parentheses): Solar Or-
biter (RPW) , Parker Solar Probe (FIELDS) , STEREO-
A (SWAVES), WIND (WAVES), CHANG’E4-Queqiao
(NCLE). Moreover, measurement of decay time in the
frequency range 3 � 15 MHz is complicated by the fact
that a high temporal resolution is needed to properly
sample signals in which the expected ⌧ is of the order of
1 � 10 s. Although the receivers of the missions listed
above are highly configurable, nominal configurations,
that usually involve measurements over much wider fre-
quency ranges and with higher integration times to min-
imize noise, are characterized by lower time resolutions
greater than 10 s. It is clear that a dedicated configura-
tion, peculiar to allow such a study is necessary. This is

not always easy to achieve since instruments on space-
craft are exploited for the widest variety of studies and
more general configurations, allowing broad spectrum
measurements, are generally preferred.
In this manuscript we show for the first time, type

III burst decay time measurements acquired in the
3�12 MHz range by the High Frequency Recever (HFR)
[CITARE] of the Radio and Plasma Waves (RPW)
[CITARE] instrument on board Solar Orbiter. These
measurements, covering about three months of observa-
tion, were obtained by a suitable configuration of the
HFR receiver that allowed data acquisition with a sam-
ple time of about 0.1 s.

2. OBSERVATION STRATEGY AND DATA

HFR is a sweeping receiver providing electric power
spectral densities, from 375 kHz up to 16 MHz with a
maximum of 321 frequency bin. The spectral properties
of the measured signals are computed onboard where
the voltage power spectral density V

2
⌫ is sampled and

transmitted on ground. HFR works only in the dipole
mode, namely the potential di↵erence between couples
of antennas is measured. A large variety of configura-
tions, characterized by frequency range number of fre-
quency bins, temporal and spectral resolutions, etc., are
programmable in a series of operating modes optimized
for specific analyses (?). In its nominal configuration
HFR makes measurements on 50 frequency bins. In the
nominal burst mode, the one between the two nominal
modes with the highest time resolution, this corresponds
to a time sampling of each individual HFR spectrum of
about 8 seconds. It is clear that such a sampling time
is not enough to carry out the analysis described above
and an ad hoc configuration is needed.
To this purpose starting from December 20th 2022

HFR was initially configured to acquire on five fre-
quency bins [3.225, 5.075, 6.875, 10.025, 12.225] MHz for
five times followed by a sweep on 50 frequency bins on
the full HFR band between 0.425 and 16.325 MHz in-
cluding the five frequencies above. This particular con-
figuration, also performing an average on the lowest pos-
sible number of spectra (16), allows to reach, for each of
the five chosen frequencies, a time resolution of 0.07 s
for five times followed by an acquisition after ⇠ 1 s sec-
onds due to the long sweep. Unfortunately, after a few
rounds of measurements it was realized that the bins at
5.075 and 10.025 MHz are extremely noisy, due to in-
terference from the platform (CITAZIONE), and do not
allow for a proper measurement of the light curves of
Type IIIs. It was therefore decided to change such bins
to the frequencies 5.225 and 10.125 MHz. The final set
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From the instrumental point of view, this kind of measurement is quite challenging

• they can only be made from space 

• high temporal resolution is needed to properly sample signals in which the 
expected τ is of the order of 1 − 10 s.

 A dedicated configuration, peculiar to this study is necessary. 

This is not always easy to achieve since instruments on spacecraft currently 
flying are exploited for the widest variety of studies and more general 
configurations, allowing broad spectrum measurements, are generally 
preferred. 
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Our approach

HFR  nominal configuration 50 frequency bins. 
Nominal burst mode à time sampling of each individual HFR spectrum of about 
8s 

Not ENOUGH to carry out the analysis an ad hoc configuration is needed 

Starting from December 20th2022 HFR configured: 

• to acquire on five frequency bins :  [3.225, 5.225, 6.875, 10.125, 12.225]  
MHz for five times followed by a sweep on 50 frequency bins on the full 
HFR band between 0.425 and 16.325 MHz 

• average on the lowest possible number of spectra (16), 
• time resolution of 0.07 s for five times followed by an acquisition after ∼ 

1 s seconds due to the long sweep. 
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Our approach

• Data available on daily base
• the occurrence of a type III burst is manually checked in the light 

curves at the lowest frequency, 3.225 MHz.
• the same burst is automatically sought at the other four frequencies 

in a time window of ∼ 30 s, encompassing the type III maximum at 
3.225 MHz. 

Semi-automated type III identification: 

• 9 month of data: 20 December 2022- 31 August 2023
• L2 HFR data calibrated in V2/Hz (at the receiver level) have been 

used
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Results

The decay time τ is obtained for each frequency by fitting the 
data points through an exponential function

Type III 3

of five frequency bin, e↵ective from February 28th 2023,
is [3.225, 5.225, 6.875, 10.125, 12.225] MHz.
In this study we considered all the L2 HFR data V⌫(t)

from December 20th 2022 to August 31th 2023. Al-
though the L2 data are only calibrated at the receiver
level (V⌫(t) are expressed in physical units V 2

/Hz) and
the e↵ect of the antennas is not included, this does not
a↵ect the calculation of the decay time, which, at a fixed
frequency, only depends on the relative amplitudes at
each time that do not not vary when the contribution
of the antennas is included. When a type III burst oc-
curs, the time profile of V⌫(t) at a given frequency is
characterized by a very fast rising phase followed by a
long-lasting exponential decrease (?). The exponential
behavior of the decay phase is explained as the e↵ect of
the scattering of the radio waves by electron density in-
homogeneities as they propagate from the source to the
detector (?).The rising and decay phases are clearly vis-
ible in Figure 1 where the light curves at four frequency
bins are shown for the day of March 30th. The type III
burst are identified in the data by looking at the light
curves, available on daily base, at the five considered
frequencies. Firstly the occurrence of a type III burst is
manually checked in the light curves at the lowest fre-
quency, 3.225 MHz. Once identified, the same burst is
automatically sought at the other four frequencies in a
time window of ⇠ 30 s, encompassing the type III max-
imum at 3.225 MHz. The decay time ⌧ is then obtained
for each frequency by fitting the data points through an
exponential function of the form (CITAZIONE):

S(t) = Speak exp

✓
tpeak � t

⌧

◆
. (2)

Although a debate has recently raged over the possibility
of evaluating ⌧ by functions other than the exponential
(CITARE ARTICOLO NICOLINA), in this paper we
preferred to use the classical approach to make a consis-
tent comparison with the results found in the literature.
The left and right limits of the fitting interval are chosen
as the point corresponding to the 0.95 of the maximum
and the last value above the background. An example
of the result of the fitting procedure is shown in Fig-
ure 1. As expected, the calculated decay times increases
with decreasing frequency. This is due to the greater
e↵ectiveness of the propagation e↵ect, due to the inter-
action of radio photons with the density fluctuations, at
frequencies closer to the local fpe.
By routinely analyze the considered HFR daily data

we were able to characterize the decay time for several
events at the five analyzed frequencies. After selecting ⌧

values coming out of fitting that converge and with as-
sociated R

2 values greater than 0.7 and excluding some
values obtained from fits on light curves in which the
type III signal is not fully evident, di↵erent sets of ⌧

are obtained for each frequency (see table 2). Since
HFR started to measure at 5.225 and 10.125 MHz at
later times, fewer measurements are available at these
frequencies which results in fewer values of ⌧ . Fewer ⌧

values are also found for the highest 12.225 MHz due to
the higher noise level of the receiver at this frequency.
Figure 2 shows the histogram of of the ⌧ ’s for the

five considered frequency. As expected, the statistics
on the considered events confirm that, on average, the
values of ⌧ increase with decreasing frequency. The dis-
tributions of ⌧ appear skewed with quite long tails more
pronounced for lower frequencies. The main reason for
the presence of the rather long tails in the distributions
lies in the blind selection of events we made. Indeed,
good fits were selected simply on the basis of fit con-
vergence and r

2 values. No hand selection was made
to remove, for example, some events characterized by
structured and/or multiple peaks on which the fit may
give rise to higher ⌧ ’s. However, since the occurrence of
such cases is expected to be small, if a large total num-
ber of events are considered we expect that the analysis
of the characteristics of the distributions can provide us
with statistically relevant information on the character-
istic values of ⌧ expected for each frequency.
The median value for each distribution together with
the 25� and 75� percentiles are shown in table 2.
For each frequency, the probability density function

(Pemp(⌧)) was empirically estimated by using the Ker-
nel density estimation (KDE) which allow to get smooth
and continue functions from the histograms by using a
suitable kernel (Silverman, 1998; Hall, 1992). The de-
tails of this method are provided in Appendix A. The
red curves in figure 2 refer to the Pemp(⌧) estimated by
using the KDE method. The value of ⌧ corresponding
to the maximum of each Pemp(⌧) (see table 2) is used
as another estimator, together with the previously pro-
vided median value, of the characteristic ⌧ for the given
frequencies.
Figure 3 shows the obtained decay times as a function

of the frequency for the five considered frequencies. both
the estimations, through the median and through the
maximum of Pemp(⌧), are well in agreement with the
power law (equation 1) derived by (Kontar) by analyzing
a collection of Type III burst decay time measurements
from both ground- and space-based data. As mentioned
above the analysis by Kontar lacks data in the range
of 3 and 15 MHz which this paper presents the first
observation ever obtained before.

10/07/2023 15/08/2023

The left and right limits of the fitting interval are chosen as the point corresponding 
to the 0.95 of the maximum and the last value above the background. 
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τ values from fitting that converge and with R2 > 0.7 
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Figure 1. Radio measurements of a type III burst on 2023 March 30th. Light curves of the radio flux density measured by
SO-RPW/HFR at five frequency channels. The red line shows the results of decay time fitting. The dashed vertical line indicates
the limits where the exponential fit has been performed.

frequency (MHz) total number of ⌧(s) med(⌧)(s) �⌧(s) ⌧KDE(s)

3.225 167 20.62 [14.67, 26.67] 16.2

5.225 167 15.79 [11.49, 24.04] 12.8

6.875 102 13.52 [9.21, 20.33] 9.9

10.125 108 10.73 [6.91, 15.85] 8.0

12.225 68 7.75 [5.63, 15.07] 6.3

Table 1. Total number of selected ⌧ for each considered frequency. med(⌧) is the median value and �⌧ represents the 25%�75%
confidence interval obtained for each distribution. ⌧KDE correspond to the maximum of the kernel density estimate of each
distribution.

Figure 2. Histogram of the ⌧ ’s measured for the five considered frequencies. The red line represents the empirical probability
density function (Pemp(⌧)) estimated by using the KDE approach and constructed from the histogram.

• τ increase with 
decreasing frequency

 
• skewed distributions

• Kernel densty estimator 
(KDE)
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Figure 1. Radio measurements of a type III burst on 2023 March 30th. Light curves of the radio flux density measured by
SO-RPW/HFR at five frequency channels. The red line shows the results of decay time fitting. The dashed vertical line indicates
the limits where the exponential fit has been performed.
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6.875 102 13.52 [9.21, 20.33] 9.9

10.125 108 10.73 [6.91, 15.85] 8.0

12.225 68 7.75 [5.63, 15.07] 6.3

Table 1. Total number of selected ⌧ for each considered frequency. med(⌧) is the median value and �⌧ represents the 25%�75%
confidence interval obtained for each distribution. ⌧KDE correspond to the maximum of the kernel density estimate of each
distribution.

Figure 2. Histogram of the ⌧ ’s measured for the five considered frequencies. The red line represents the empirical probability
density function (Pemp(⌧)) estimated by using the KDE approach and constructed from the histogram.

Type III 5

Figure 3. Decay times ⌧ of Type III solar radio observations as a function of the frequency for the five considered frequencies
as obtained as the median value (with the corresponding 25% � 75% interval) and the maximum value of the Pemp(⌧). The
dashed line shows the power-law fit given by Equation (1).

APPENDIX

A. KERNEL DENSITY ESTIMATOR

The empirical pdf pemp(⌧) shown in figure 2 is estimated through the kernel density estimator technique (Silverman,
1998; Hall, 1992). Given a set of data points zi(i = 1, ..., n), the kernel density estimator of the pdf is defined as:

f̂(z) =
1

nh

nX

i=1

K

✓
z � zi

h

◆
, (A1)

where K is the kernel, a symmetric function that integrates to one, and h > 0 is a smoothing parameter denoted as
bandwidth. The corresponding variance is

�̂(z) =
1

nh

"
1

nh

nX

i=1

K

✓
z � zi

h

◆2

� hf̂(z)2
#

, (A2)

In our application we use the Gaussian kernel, which is optimal in a minimum variance sense, and we chose the
bandwidth according to the Scott’s rule of thumb (Scott, 1992) on of the two most commonly accepted methods to
derive h for Gaussian kernels.

h = 1.06 · �̂(z)n�1/5 (A3)

median values (25%−75% 
interval) and the peak value of 
the Pemp(τ) 

Figure 10 combines measurements12 by several different
authors (Bougeret et al. 1970; Abranin et al. 1976;
Alvarez 1976; Abranin et al. 1978; Chen & Shawhan 1978;
Dulk & Suzuki 1980; Steinberg et al. 1985; Saint-Hilaire et al.
2013; Krupar et al. 2014; Kontar et al. 2017) over the last 50
years. The Type III source sizes (FWHM; degrees) are for
frequencies ranging from ∼0.05 to 500MHz. Using a weighted
linear fit in log-space, the FWHM depends on the observing
frequency ( f; MHz) as (see Figure 10)

=  ´ - fFWHM 11.8 0.06 . 500.98 0.05( ) ( )
Similarly, a collection of Type III burst decay time

measurements (Alexander et al. 1969; Aubier & Boischot 1972;
Elgaroy & Lyngstad 1972; Alvarez & Haddock 1973; Barrow
& Achong 1975; Krupar et al. 2018; Reid & Kontar 2018),
over the frequency range from ∼0.1 to 100MHz, is presented
in Figure 10. The best-fit power-law dependence of the decay

time τ (s) on frequency f (MHz) is

t =  ´ - f72.2 0.3 . 510.97 0.03( ) ( )

For comparison, Wild (1950) derived an expression
τ=100×f−1 for the decay time, based on observations in
the frequency range 80–120MHz, while Alvarez & Haddock
(1973) obtained τ=51.29×f−0.95 based on observations in
the frequency range 50 kHz–3.5 MHz, and Evans et al. (1973)
obtained τ=(2.0±1.2)×100×f−(1.09±0.05) based on
observations in the frequency range 67 kHz–2.8MHz for 1/e
decay.
Figure 11 shows the results of our simulations, assuming

isotropic scattering. The decay time agrees within a factor of 2
with that by Krupar et al. (2018); this difference is likely due to
the different numerical schemes used (see the discussion
around Equation (20)). While a detailed comparison for various
anisotropies would require substantial computation effort
outside the scope of this work, it is nevertheless clear that
isotropic scattering cannot explain the observations. For
example, if the level of density fluctuations ò is chosen to
explain the decay times, the predicted source sizes are far too
small to explain the observations. Similarly, if the level of
isotropic density fluctuations is chosen to match the source
sizes, the decay times are too long. Evidently, anisotropic
scattering, with a reduced level of scattering along the radial
direction, is needed to account for both observed source sizes
and decay times.

6. Summary and Discussion

Radio emission from solar sources is strongly affected by
scattering on small-scale density fluctuations. In general, the
observed source sizes and positions, time profiles, and
directivity patterns are determined mainly by propagation
effects and not by intrinsic properties of the primary source. We
have constructed a new model that allows quantitative analysis
of radio-wave propagation in a medium that contains an axially
symmetric, but anisotropic, scattering component. We have
compared the results of numerical simulations using this model
with observations of source sizes and time profiles over a wide
range of frequencies. Since plasma emission sources with small
intrinsic size are observed in type III bursts (Kontar et al. 2017;
Sharykin et al. 2018), the observed radio sources are dominated
by the scattering, at least at these frequencies. Hence their sizes
can be used as diagnostics of radio-wave propagation effects.
In general, a typical source of plasma emission (e.g., Type I,

II, III, IV, or V solar radio bursts) might have a finite size
FWHMsource defined by the intrinsic size of the region
producing the radio emission. The observed FWHM size for
such a source is given by (FWHMsource

2 +FWHMscat
2 )1/2,

where FWHMscat is calculated in this paper. Thus for
frequencies around 35MHz, FWHMscat;1.1 Re, so if the
source is substantially smaller than this value, the observed
source sizes are dominated by scattering effects. For large
sources 1.1 Re (i.e., 18′), the source sizes due to scattering
calculated in this paper can be subtracted in quadrature from
the observed source size to give the dimensions of the intrinsic
source, corrected for wave propagation effects. However, the
size of density fluctuations, and hence the scattering efficiency,
can vary appreciably from event to event and from one solar
atmosphere region to another, consistent with the considerable

Figure 10. Top: source sizes (FWHM; degrees) of typeIII solar radio
observations vs. frequency f(MHz). A combination of observations is plotted
as indicated by the legend, and a weighted linear fit was applied to the data.
The dashed line shows the fit given by Equation (50). Bottom: decay times τ
(defined as the e-folding time in seconds) of Type III solar radio observations
vs. frequency f (MHz). A combination of observations is plotted as indicated by
the legend, and a weighted linear fit was applied to the data. The dashed line
shows the fit given by Equation (51). The standard deviation error bars were
calculated from the statistical distribution of the data and measurement errors if
reported.

12 The source sizes reported by Dulk & Suzuki (1980) and Steinberg et al.
(1985) were given as the full width at 1/e of the distribution, so the values were
recalculated into FWHM values by multiplying by a factor of ln 2 .
Measurements above 1 MHz from Krupar et al. (2014) were not plotted as
“the analysis above 1 MHz is perhaps distorted by background signals resulting
in increased source sizes” and thus, the results were deemed unreliable.
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Future developments

Almost 50 events identified

Double maxima à fundamental-harmonic pairs ?????
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Future developments

Comparison with ground 
based data (DAM)

04/02/2023
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Future developments

Comparison with ground 
based data (DAM)

27/07/2023
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Future developments

Calculating the expected deltat between F and H components:

• Estimate the speed of the exciter from the type III dynamic spectrum
• Using a radial model for the density  (e.g. Leblanc et al.,1998) to derive the 

heliocentric radial distances

04/02/2023

Δ𝛕∼ 40 s


