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ROC main objectives

The ROC supervises the RPW ground segment. It gathers the functions usually supported by the 
operations and data processing centres for the RPW instruments.


• Implement an operational centre to support the RPW ground segment activities


• Ensure the instrument operations and health monitoring during the Solar Orbiter mission 


• Ensure the instrument data processing, including the production of full calibrated science 
data


• Archive relevant science data to the Solar Orbiter data archive


• Be the single point of contact with ESA concerning the ground segment activities


• Support ESA in the definition and preparation of the mission operations planning


• Support RPW instrument team in the AIT/AIV and ground calibration activities.


The ROC is located at the "Laboratoire d’Etudes Spatiales et d’Instrumentation en 
Astrophysique" (LESIA) at Meudon (France), which is also the RPW PI-ship laboratory.
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2.4 Mission Operations 

2.4.1 Ground Segment 
 
The Ground Segment for Solar Orbiter in the operational configuration consists of the following 
elements (SOCD [RD.01]): 
 
The Operational Ground Segment (OGS) that includes the Mission Operations Centre (MOC) 
located at ESOC and the Ground Stations and Communication Network (ESTRACK). 
 
The Science Ground Segment (SGS) that includes the Science Operations Centre (SOC) located at 
ESAC and the PI facilities used to manage their respective instruments and perform data 
processing. 
 
The OGS is responsible for all mission operations planning, execution, monitoring and control 
activities. The responsibilities of the SGS are described in the following section. 

 
Figure 1: A Schematic drawing of the main components of the SGS and OGS. 

 

2.4.2 Science Ground Segment 
 
The Science Ground Segment is composed of the Science Operations Centre (SOC), located in the 
European Space Astronomy Centre (ESAC) near Madrid, Spain, and the infrastructure that the 
Instrument Teams use both to manage their respective instruments and to process and analyse 
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RPW ground segment organization
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RPW Operation Centre (ROC)
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MOC overall responsibilities
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The MOC is a part of the OGS, responsible for all mission operations 
planning, execution, monitoring and control activities.  It will, in particular, in 
charge of the following tasks relavant for the science operations:


•  Overall mission planning


• Provision of instrument TM raw data via the Data Dissemination System 
(DDS) in a timely manner


• Performing anomaly (out of limit) checks on a set of payload parameters


• Notifying payload anomalies to the SOC/PIs


Non-routine, engineering and anomalies payload are directly managed 
between the MOC and Instrument Teams (IT). It concerns more particularly all 
of the operations before the Cruise Phase (CP). 
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SOC overall responsibilities
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The SOC is responsible for supporting the planning of science operations  and the coordination of the 
science operations plans of the IT to generate a conflict-free science operational timeline. Especially:


• The Instrument Operations Requests (IOR) generated by the IT will be collected at the SOC, and 
merged in a single Payload Operations Requests (POR) to be submitted to the MOC on a periodic 
basis. 


• The SOC will provide to the IT all the necessary inputs to support the science operations planning 
activities


• The SOC will produce the ancillary data received from the MOC and ancillary data products that 
will be provided to the IT in support of the science operations planning process as well as 
interpretation of instrument data


• The SOC will construct a Solar Orbiter data archive, which includes, among others, all value-
added science data generated by the IT


• The SOC will pre-process a reduced set of science TM, promptly downlinked with low latency (LL), 
in support to the science operations planning. The LL data processing pipeline will include IT-
provided software to analyse instrument TM.


Science routine operations are managed between the SOC and Instrument Teams (IT). It concerns more 
particularly all of the operations after the Near Earth Commissioning Phase (NECP). 
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ROC responsibilities 
as an operations centre (1/2)

• Agree on a long-term science activity plan and define the 
scientific priority of scientific goals


• Support the definition of the science operations


• Provide inputs for the definition and implementation of the 
science operations planning


• Prepare and deliver to the MOC the flight procedures for 
RPW, to be included in the Flight Operations Plan (FOP)


• Prepare and deliver to the MOC, a RPW instrument state 
model (ISM) 
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ROC responsibilities 
as an operations centre (2/2)

• Plan the RPW science operations, in agreements of the mission science operations planning and 
constraints (TM data rate and power consumption)   


• Prepare and submit to the SOC the instrument operations requests (IOR), and control the uplinked 
TCs.


• In case of non-routine operations, prepare and submit to the MOC, Payload/Memory Direct 
Operations (PDOR/MDOR), and control the uplinked TCs


• Ensure the monitoring of instrument. (MOC will just perform a primary control of relevant HK, 
according to the RPW user manual instructions)


• Optimized the science performance of the instrument on-board


• Ensure the selection, monitor the downlink and process the Selected Burst Mode (SBM1/SBM2) 
data


• Maintain the instrument flight software


• Supervise investigations in case of anomalies


• Participate to the preparation of the commissioning phase. In particular, plan the RPW operations 
specific to the commissioning phase, and ensure the validation of the science performance

12
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ROC responsibilities  
as a data processing centre
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• Deliver to the SOC an operational Low Latency data pipeline for RPW (prior to the launch)


• Support the definition of the Solar Orbiter science data products (prior to the launch)


• Support the definition and implementation of the Solar Orbiter data archive (prior to the launch)


• Retrieve from the MOC DDS, analyse and store the RPW TM raw data, and related data 
products (TM/TC reports)  


• Retrieve from the SOC GFTS and store the Solar Orbiter ancillary data (SPICE kernels and 
CDF-digest), as well as the science operations inputs (E-FECS, TMC)


• Generate and validate higher processing level data products, including full calibrated science 
data files and derived products (summary plots)


• Promptly distribute all the RPW data to the RPW Lead CoI teams, as well as Solar Orbiter IT 
and SOC/MOC.


• After the end of the proprietary period (3 months), distribute relevant science data to the Solar 
Orbiter data archive. Additionally, RPW science data will also be available from the Centre de 
Données de Physique des Plasmas (CDPP) in Toulouse
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RPW ground segment support teams 
responsibilities
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TDS/LFR/THR/SCM/Bias sub-system Lead CoI teams


• Ensure the calibration of their sub-system


• Support the ROC in the definition of the science data products for 
RPW


• Deliver to the ROC, operational software dedicated to the production 
of calibrated data files 


• Support the validation of the science data products


• Support the preparation of the instrument operations


• Provide expertise support in case of anomalies
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RPW instrument support teams 
responsibilities
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Instrument/flight software teams 


• Provide expertise support in the preparation of the operations


• Provide expertise support in case of anomaly investigation


• Support the ROC in the maintenance/patching of the flight software


AIT/AIV and GSE teams (LESIA)


• Make available AIT/AIV and GSE facilities in support to the flight 
procedures (i.e., TC sequences) preparation activities


• Make available AIT/AIV and GSE facilities in case of anomaly 
investigation
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Constraints and dependencies
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• ROC activities planning is constrained by the following milestones at RPW and Solar Orbiter levels:


• EM2/PFM system ground calibration campaigns driven by the CNES AIT/AIV team


• RPW LLVM delivery schedule


• SOC/MOC Instrument Team (IT) interface validation tests 


• System Validation Test (SVT) campaign


• System Operation Validation (SOV) campaign


• In-flight operations schedule, including LEOP/NECP operations (prepared with CNES)


• Reviews


• No formal review of the instrument ground segments by ESA


• Key points planned during the development of the ROC


(See details in the project management/development/operations plan presentation)
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ROC Software System  
(RSS)
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• SAVs: Tools in support to the RPW DPU SBM1/SBM2 algo. validation 
on-ground and in-flight.


• ROC-SGSE: Tools in support to ground EM2/PFM calibrations 
campaigns. Also used during the mission to analyse RPW "spare-like" 
model data on-ground. 
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ROC Operations And Data System  
(ROADS) 
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RSS overall design
ROC (LESIA)

SOC (ESAC)

MOC (ESOC)

MUSIC
(server side)

MDB

MEB GSE DB

MUSIC
(client side) MEB C-SGSE

DDS

GFTS

ROC
file systems

ROC-SGSE

TV-SGSE)

TDB

CDPP
data archive

RODP

Solar Orbiter
data archive

LLVM
(backup)

TM raw,
TM/TC reports

IOR

PDOR,
MDOR

LL01

C-SGSE
script

Test log 
(TM, TC)

LZ, L0, L1, 
L2, HK, …

L1, L2, L3,…

L1, L2, L3, …

GFTS

L1, L2, L3,…

TMC
E-FECS

ANC

MEB GSE
TC

TM

RPW Lead CoIs, 
SOC, MOC, IT 

LZ, L0, L1, 
L2, HK, LL01, …

MEB 
"spare"
model

TM TC

L3, LL01, LL02, LL03



EDKP ROC2017/11/28

To	be	con0nued…
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Bonus!
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ROC Software System  
(RSS)
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Procédures  
(contenant les séquences de TC)
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2 PROCEDURE STRUCTURE FOR MOIS IMPORTER 
 
The generic structure of a procedure in MOIS has the following hierarchy : 
 

One file 
One Procedure 

  N Sequences 
   N Steps 
    N Statements 

 
However, if the procedure is defined via MOIS excel importer , the hierarchy will be: 
 

One file 
One Procedure 

  One Sequence 
   N Steps 
    N Statements 

 
The number of statements that can be included within the same step is not inherently limited.  This 
said, having a single step per procedure is very bad practice, since during the execution of the 
procedure it would become impossible to provide clear instructions and references, like "now 
executing step 3".  Therefore the procedure shall have to be structured in as many steps as there are 
"logical units" that should be executed and verified before proceeding with the next step. 
 
The first statement in a step must be of type “comment” describing in a very synthetic way (one 
sentence) what the following  actions will achieve. More comment statements, if needed, can be used 
to provide more information.  Please keep each comment not longer than 255 characters. There can be 
as many contiguous comment statements as needed. 
 
The syntax of statements shall be with compliant with the MIB ICD [RD-2]. 
 

3 STRUCTURE OF THE INPUT FILE 
 
One input file  consists of one spread sheet that must be  saved as Microsoft Excel 97-2003 
format. The name of the input file must be the same as the desired procedure identifier with an 
appended “_in” added before the “.xls” extension. For example,  the input spread sheet used to 
generate a procedure with identifier SY-TST-001 shall have the filename SY-TST-001_in.xls 
 
The file shall contain data for one single procedure, containing one single command sequence.  
Each spread sheet shall contain four  worksheets,  named “STMT”, “CMD Params”, “TLM Values”and 
“PKT Params” .  
The individual fields must be populated according to the detailed ICD in Annex A of this document.   
An example of populated spread sheet is provided in Annex B.  
The final result (imported procedure) is shown in Annex C.   
 
As a general introduction to the various worksheets included in the Excel input file : 
 
 “STMT” is the main worksheet and contains the list of all steps and statements in the procedure. This 
is the only worksheet that must be populated in all cases. It allows simple telemetry checks (only of 

 
Page 8/33 
SOL MOIS Instrument FOP Input ICD 
Date 12/06/2014  Issue 2  Rev 0 

ESA UNCLASSIFIED – For Official Use 

From IW-FCP-030.xls

(retour slide 46)
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Science Activity Plan (SAP)
SOLAR ORBITER

Science Activity Plan

The Science Activity Plan (SAP) describes in a structured way all 
scientific activities to be carried out by the instruments throughout 

the cruise and nominal phases in order to fulfill the Science 
Requirements of the mission.

Top-level science objectives

Detailed science objectives 

Specific Science Activities

Science Orbits
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Science Activity Plan (SAP)
SOLAR ORBITER

Science Operations Planning Cycles
• Mission-level Planning

• Science Working Team (SWT) defines top-level science activities for the entire mission (Science Activity 
Plan, SAP), as well as detailed science goals for each orbit.

• Long-Term Planning (LTP)
• Covers 6 months, planned ≥ 6 months before execution (~ 1 orbit; fixes ground stations allocation)
• Given input from SWT, the Science Operations Working Group (SOWG) defines a coherent mission-level 

observing plan for a given orbit. They will be assisted by the SOC, which will provide detailed information 
on the resources available.

• Medium-Term Planning (MTP)
• Covers 6 months, fixed 4 weeks before execution (defines top-level science operations per orbit: fixes  

S/C resources, instrument modes, default pointing)
• Short-Term Planning (STP)

• Covers 1 week, planned ~1 week before execution (generates detailed schedules of commands for S/C 
and payload; last opportunity to modify instrument ops. modes)

• Very-Short-Term Planning (VSTP)
• For subset of remote-sensing windows only: update S/C fine pointing to track features on solar disk
• Opportunity for fine-pointing updates: once per 24h, time between pointing definition and execution  
≤ 3 days
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Mission timeline vs SAP
SOLAR ORBITER

How to build a SAP

How to build a mission-long SAP? 
SolO’s 
(sub)objectives 

10 instruments, 
many modes 

10 years mission timeline 

EPD normal+burst 
EUI/HRI AR mode 

MAG Normal 
Metis GLOBAL 

PHI/HRT NOM 0 
RPW normal+burst 

… 
 

SOOPs 

SOOP A 

SOOP B 

SOOP C 

SOOP D 

A A A
B 

D 

Step 1 

Step 2 
Strategy 

To be checked against mission constraints Step 3 
Simulation 
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Les Solar Orbiter Observing Plans (SOOP)

RPW composition
RPW BURST

EUI Active Region

METIS MAGTOP

SPICE composition

LTP & SOOP concept

SOOP = collection of instrument operations that belong together, i.e serve a 
common science goal (or calibration goal during manoeuvre) 

4

Header: goal, instruments, ops reqs, duration, ... Library of science & aux. modes
‘SOOP ingredients’

SPICE composition SPICE spectral atlasSPICE 

METIS MAGTOP METIS WIND (p)
METIS GLOBAL (p)

RPW BURST RPW SBM1

EUI Active Region
EUI Synoptic (p)

EUI Coronal Hole(p)
...

SPICE dynamics

+ Metadata: average power, TM rate, 
conflicts & dependencies 

EUI Calibr

PHI HRT calib. HRT mode 0

High-level ops, no time-stamping, durations (~resources) can be tweaked

SPICE Calibr
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Operations inputs

Adapted from IOR-ICD SOL-SGS-ICD-0003
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Telemetry corridor

RPW Operations Workshop, 05 May 2015 | Andrew Walsh/Jayne Lefort| Data Downlink |    Slide  14

ESA UNCLASSIFIED – For Official Use

Downlink & Storage limitations

Theoretical Corridor
Lost Data: old data overwritten

Unused downlink: not guaranteed to get back
Corridors only work if independent
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RPW Calibration Software (RCS)
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